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ABSTRACT

KEYWORDS: Text-to-speech synthesis, Indian languages, unified framework,

spectral cues, deep neural networks, segmentation

India is a country with 22 official languages (written in 13 different scripts), 122 major

languages and 1599 other languages. These languages come from 5−6 different language

families of the world. It is only about 65% of this population that is literate, that too

primarily in the vernacular. Speech interfaces, especially in the vernacular, are enablers

in such an environment. Building text-to-speech (TTS) systems for such a diverse coun-

try necessitates a unified approach. This research work aims to build Indian language

TTS systems in a unified manner by exploiting the similarities that exist among these

languages. Specifically, the focus is on two components of the TTS system, namely, text

parsing and speech segmentation.

Parsing is the process of mapping graphemes to phonemes. Indian languages are more

or less phonetic and have about 35 − 38 consonants and 15 − 18 vowels. In spite of the

number of different families which leads to divergence, there is a convergence owing to

borrowings across language families. A Common Label Set (CLS) is defined to represent

the various phones in Indian languages. In this work, a uniform parser is designed across

all the languages capitalising on the syllable structure of these languages.

Segmentation is the process of finding phoneme boundaries in a speech utterance. The

main drawback of the Gaussian mixture model - hidden Markov model (GMM-HMM)

based forced-alignment is that the phoneme boundaries are not explicitly modeled. State-

of-the-art speech segmentation approach for speech segmentation in Indian languages is

hybrid segmentation which uses signal processing cues along with GMM-HMM frame-

work. Deep neural networks (DNN) and convolutional neural networks (CNN) are known

for robust acoustic modelling. In this work, signal processing cues, that are agnostic to
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speaker and language, are used in tandem with deep learning techniques to improve the

phonetic segmentation.
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CHAPTER 1

Overview of the Thesis

1.1 Introduction

India is the second most populous nation with over 1.29 billion people. It has 22 of-

ficial languages (written in 13 different scripts), 122 major languages, with over 1600

languages/dialects [Wikipedia, 2018b]. Further, it is only about 74% of this population

that is literate, that too primarily in the vernacular [Wikipedia, 2018d]. Only 12.16%

is literate in English thus marginalizing most of the Indian society [Wikipedia, 2018c].

Speech interfaces, especially in the vernacular, are enablers in such an environment. In

this thesis, the focus of effort is on developing text-to-speech (TTS) systems for Indian

languages.

The objective of this work is to build technology that will enable the building of TTS

systems in any Indian language quickly. Text to speech synthesis is the process of con-

verting an arbitrary input text to its corresponding speech output. The state-of-the-art

TTS systems in Indian languages use syllables or phonemes as subword unit. Three major

components involved in building a TTS system are text parsing, speech segmentation,

and speech modeling. The text processing component converts graphemes into a sequence

of phonemes. The segmentation component converts the speech to accurate time-aligned

sub-word units. The speech generation component uses the produced sequence of sub-

word units and the segmented speech to generate the speech waveform. Determining the

appropriate sequence of sounds and segmenting the speech into accurate sub-word units

are very crucial for generating natural and intelligible speech. The objective of this work

is to build technology that will enable the building of robust high-quality TTS systems

quickly, by focusing on two major components, text parsing, and speech segmentation.



1.2 Overview of the work

In this thesis, different methods to improve the TTS systems are devised. Since parsing

and segmentation are the two components which determine the naturalness and intelli-

gibility of the TTS systems, the thesis concentrates on these sub-systems.

Parsing is the process of mapping graphemes (written text) to a sequence of phonemes.

As discussed, Indian languages come from 5-6 different language families of the world.

Most of these languages have their own script in Unicode transformation format (UTF-8).

This makes parsing for text to speech systems for Indian languages a difficult task as each

language needs a different parser. However, in spite of the number of different families

which leads to divergence, there is a convergence owing to borrowings across language

families. Most importantly Indian languages are more or less phonetic and consist broadly

of about 35-38 consonants and 15-18 vowels. Although Indian languages are phonetic, i)

agglutination1 leads to addition of graphemes that do not have a corresponding sound in

the waveform, ii) schwa deletion2 mid word is common, which leads to graphemes that

do not relate to the acoustics of the signal. Parsing primary addresses these issues. In

a previous work, a common label set (CLS) is developed to represent the various phones

in Indian languages [Ramani et al., 2013]. In the current work, an attempt is made to

unify these languages based on the existing similarities. A uniform parser is designed

across many Indian languages. The proposed parser converts UTF-8 text to CLS, applies

parsing rules and generates the corresponding phoneme sequences.

Automatic detection of phoneme boundaries is an important sub-task in building

speech processing applications, especially TTS systems. Segmentation of speech into

accurate time-aligned phonetic transcriptions plays a vital role in building robust speech

systems. Manual labeling for a huge multi-lingual corpus is time-consuming and error-

prone which warrants automatic procedures. Machine learning approaches require a huge

amount of data to learn boundaries accurately. However, Indian languages are digitally

low resource. Signal processing cues, which are agnostic to speaker and language, are
1The process of combining words that are formed by stringing together morphemes, detailed in Section

3.6.5.
2The implicit mid-central vowel, in each consonant of the script, is obligatorily deleted in certain

context while uttering, detailed in Section 3.6.1.
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good at finding syllable boundaries with less data. In this thesis, a hybrid approach which

combines the power of deep neural networks and signal processing cues is discussed.

1.3 Scope of the thesis

Text parsing and speech segmentation are crucial for most of the speech processing ap-

plications. This is especially important in case of text-to-speech (TTS) systems. Even

though this can be applied in many speech applications3, this work focuses on generic

domain TTS systems for Indian languages. The TTS systems developed in this thesis are

based on unit selection synthesis (USS) and hidden Markov model based speech synthesis

(HTS). These techniques are detailed in Section 2.4.

1.4 Key contributions

The major contributions of this work are as follows:

• A unified parser which can parse words across different Indian languages to a com-
mon label set. This can be extended to any language by mapping letters of alphabet
to common label set and defining language-specific rules for the new language.

• Improving the speech segmentation accuracy using deep neural networks in tandem
with spectral cues for Indian languages TTS systems using:

– Iterative boundary correction at utterance level
– Boundary correction at sub-utterance level

1.5 Organisation of the thesis

The thesis is organised as follows. Chapter 2 gives an overview of TTSes for Indian

languages. Chapter 3 details the need for a unified approach to parsing and how it is

developed. In Chapter 4, segmentation of speech signals and the state-of-the-art speech
3The performance of automatic speech recognition system for Indian languages has improved with

the use of unified parser and neural network based speech segmentation [Baby et al., 2018].

3



segmentation approaches for Indian languages are discussed. Chapter 5 details the pro-

posed approach for segmentation using deep neural networks (DNN) in tandem with

spectral cues. Chapter 6 presents conclusions and scope of future works.

4



CHAPTER 2

Text to Speech Synthesis Systems for Indian

Languages

2.1 Introduction

Speech has evolved as the most prominent means of communication between humans

and computers as a mode of interaction [Shrishrimal et al., 2012]. Human beings have

always been fancied by the idea of creating machines that can communicate with them.

Since 1960’s, research has been done to develop systems that can understand human

speech. Speech technology played a crucial role in the development of numerous domains

like education, agriculture, healthcare, and government services [Eskenazi, 2009,Plauche

et al., 2006,Durling and Lumsden, 2008]. This is predominantly useful in a multilingual

society like India which has great linguistic diversity.

The objective of TTS systems is to convert arbitrary text into corresponding speech

output. There are two types of TTS systems- domain specific, and vocabulary inde-

pendent. In case of domain specific, the sentences/words to be synthesised should be

in-domain: for example, railway broadcast. In case of vocabulary independent, the input

can be any arbitrary text. This thesis works with vocabulary independent TTS systems.

TTS system building consists of data collection, text parsing, speech segmentation,

and speech modeling. TTS systems require a large amount of training data. The first step

in creating a TTS system is data collection, also known as corpus creation. The training

data consists of speech wave files along with the corresponding text transcription. The

process of corpus creation is explained below.



2.2 Corpus creation

Corpus is the machine-readable form of a large collection of structured text in written or

spoken form [Dash and Chaudhuri, 2001]. The importance of language corpora has been

recognised for a long time in many countries [Conrad, 1999,Wichmann and Fligelstone,

2014]. The amount of work in speech domain for Indian languages is comparatively lower

than that of other languages. Building a corpus for Indian languages is a time taking

process because of lack of digital resources and is difficult because of its linguistic diversity.

However, there exists a lot of scope in developing language corpora for Indian languages.

The information acquired from the corpora will not only provide advanced resources for

TTSes, languages processing tools, etc. but also will be useful for educational purposes

and various domains of language research.

The procedures for text collection, text correction (if any), the methodology followed

for selecting the speakers and details of the recording process are discussed below.

2.2.1 Text selection/correction

A huge text corpus is a very crucial resource for preparing the training data for building

TTS. Collecting transcribed data for Indian languages, which are in general digitally

low resource languages, is a herculean task. To accomplish this task, initially, text in

various Indian languages are collected from newspapers, websites, blogs, etc with the

help of web crawlers. Furthermore, text from different domains like children’s stories,

literature, science, tourism, etc. are also manually collected to achieve a good coverage.

The collected text is manually corrected to get rid of transcription errors if any. Care

has taken to ensure that the chosen text is easy to read, covers the most commonly

used words and phrases in a language and has maximum syllable coverage. Also code-

switched sentences are avoided during text selection. Unlike English, agglutination is very

common in Indian languages. We avoid words that are longer than three syllables. This

is primarily to avoid the issue of vowel shortening due to agglutination. The collected

data is used to record speech. The list of words from the collected text is also used to
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generate a pronunciation dictionary used for building speech synthesis system.

2.2.2 Speaker selection

The next phase, after text collection/selection, is to record the data. Two native voice

talents (1 male and 1 female speaker) are selected, for each of the regional languages.

Proper instructions are given to these speakers in such a way that there are minimal

pronunciation errors. Multi-speaker recording for a given language, gender, and type

(native/English) will lead to variations in pitch, speed, speech style, tempo, and am-

plitude. Single speaker data limits the variations and change in voice quality, which is

crucial for building a robust TTS system. Apart from these aspects, appropriate voice

talent whose voice seems pleasant to listen, as well as amenable to signal processing is

chosen. For the ease of speaker, care is taken in every session to keep the context of the

text co-relative (unchanged) so that switching is avoided.

2.2.3 Recording

The corrected text1 is used for recording. The recording is carried out in a special envi-

ronment which is free from noise and echo. Further, to avoid the fatigue of the speaker, a

break is given every 45 minutes. Later the recorded sentences are split at sentence level.

Also, measures are taken to maintain same conditions and voice characteristics across the

multiple recording sessions. Hence, the type of recording is mono, with a sampling rate of

48 kilohertz (kHz) and the number of significant bits per sample is 16. Non-conforming

sentences are re-recorded. The recorded speech files are stored in .wav format in the

database to ensure maximum quality.
1The text will be around 4000− 6000 sentences which is equivalent of 10 hours of speech data.

7



2.3 Overview of TTS

Once the speech corpora is created, a TTS system is developed using the corpora, that can

artificially synthesize any text. Text pre-processing, text parsing, speech segmentation,

training and synthesizing are the different phases of developing a TTS system. Figure 2.1

shows the block diagram of a TTS system. The main parts of TTS systems are parser,

segmentation unit, and the TTS modeling unit.

Figure 2.1: Block diagram of text-to-speech synthesis system

As discussed earlier, the training database consists of speech utterances and text tran-

scriptions at the sentence level. However, TTS systems are built at sub-word unit level,

mostly phones. The parser, also known as the front-end processor, converts graphemes

to phonemes. It is very crucial to obtain proper grapheme to phoneme sequence as the

correctness of TTS output depends on this. The general approach is to develop individual

parsers for each language. This is a tedious task and requires language experts to figure

out the rules initially.

Segmentation is the process of finding the boundaries of phones or syllables in the

speech waveform. It takes the phonetic sequence as given by the parser along with the

corresponding speech utterance and provides the time-aligned phonetic sequence. The

8



process can be performed manually or automatically. In case of automatic approaches,

hidden Markov models (HMM) are commonly used to obtain appropriate alignments.

These boundaries may not be very accurate.

Once the segmentation is performed, TTS system can be built using the segmented

data which in turn can be used to synthesize artificial speech. Two approaches - unit

selection synthesis (USS) and HMM-based speech synthesis system (HTS) for Indian

languages, are discussed in detail in Section 2.4. During synthesis, text sentence is parsed

and the phonetic sequence is given to the TTS system to synthesize the speech output.

2.4 State-of-the-art techniques to build TTS systems

in Indian languages

The two state of the art techniques for building Indian language TTSes are unit selec-

tion synthesis (USS) [Hunt and Black, 1996] and statistical parametric speech synthesis

(SPSS)2 [Zen et al., 2009]. These techniques are discussed briefly in the following sub-

sections.

2.4.1 Unit selection synthesis (USS)

In case of USS, the segmented data after annotation is stored in a database. For synthesis,

first, the sub-word sequence is obtained using a parser. The sub-words from the database

are concatenated according to the cost criteria, which is a combination of target and

concatenation costs3 [Hunt and Black, 1996]. Syllables are observed to be the best sub-

word unit for Indian languages [Kishore and Black, 2003,Patil et al., 2013].

The synthesis quality of USS is natural but discontinuities at the concatenation points

are perceivable. Another disadvantage of USS is the database size which is normally huge

and has to be stored during synthesis as well.
2HTS is the most common approach of SPSS for Indian languages
3Target cost depends on the difference between the target unit and the unit in database while con-

catenation cost depends on quality of concatenation.

9



2.4.2 HMM-based speech synthesis system (HTS)

In case of parametric synthesis, the model is described as being parametric because it

describes the speech using specific parameters. This is different from USS where the

speech is obtained from the stored database. The most popular parametric method is

HTS. Phone-based HTS systems are used in common for Indian languages.

HTS can produce intelligible speech with small amount of data, owing to the HMM

based approach learning a generative model. In USS we need an example for every

context. HTS uses a source-filter model for speech production [Fant, 1968]. Two models,

acoustic and duration, are trained in HTS systems. The features used for acoustic model

in HTS are spectral and excitation parameters. 105-dimensional spectral parameters that

contain the mel-generalized cepstral (MGC) features (35) along with their velocity and

acceleration values are used. log f0 values are used for excitation parameters. These

parameters are modeled using HMMs. The model parameters are estimated using the

maximum likelihood criterion:

λ̂ = arg max
λ

p(O|W,λ), (2.1)

where λ represents the model parameters, λ̂ the re-estimated parameters, O the extracted

features from training data and W the transcriptions corresponding to the training data.

To incorporate the continuity of speech output, pentaphone models are trained4. Pho-

netic labels for the context information is obtained using the Festival framework [Black

et al., 1998]. The context-dependent HMMs are trained using context independent HMMs

that are trained initially. These context-dependent monophones are clustered for re-

estimating because of the training data sparsity. The duration and acoustic parameters

are modeled separately.

During synthesis, labels are obtained using the festival framework which is then used to

find the appropriate context-dependent HMM sequence. Duration of a phone is obtained

from the corresponding duration model. Spectral and excitation parameters are generated
45-state single mixture HMMs are most commonly used for pentaphone modeling. For Indian lan-

guages, each having around 50 phonemes, the number of distinct models can go up to 125k.
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such that the output probability is maximised:

ô = arg max
o

p(o|w, λ̂), (2.2)

where o represents the speech parameters, ô the re-estimated speech parameters, λ̂

represents the model, and w the transcription of the test sentence.

Using these obtained features, speech is reconstructed with the help of mel log spectral

approximation (MLSA) filter [Imai et al., 1983].

For HTS-STRAIGHT systems, band-aperiodicity (BAP) parameters [Kawahara et al.,

2001] are also modeled along with MGC and log f0 features. STRAIGHT is a speech

analysis, modification, and re-synthesis system [Kawahara et al., 1999]. For TTS appli-

cations, STRAIGHT is used as a VOCODER [Dudley, 1939].

Since the modeling of the parameters is performed in HTS systems, the size of the

TTS systems is small compared to USS systems. Also, the discontinuities in synthesised

speech which is predominant in USS is not there is HTS systems as the parameters are

modeled.

2.5 Challenges in Building TTSes for Indian languages

Indian languages are digitally low resource. Building TTS systems for low resource lan-

guages is a very difficult task. For languages like English and Chinese, the amount of

digital data available is large [Godfrey et al., 1992,Paul and Baker, 1992, Schultz et al.,

2013]. This accounts for robust TTS systems for English and Chinese [Rabiner, 1989,Hin-

ton et al., 2012,Yuan et al., 2013]. While building speech systems for Indian languages,

the scarcity of data is a primary concern. Attempts have been made to bootstrap training

data for low resource languages [Cui et al., 2012]. Lack of accurate phone level alignment

of the training data is another concern. Since the amount of data is less, machine learning

models perform poorly.

Building a separate TTS system for each Indian language is time-consuming and
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expensive. The dataset prepared can have transcription errors and speakers may not

utter the speech correctly all the time. Due to the continuity of speech, re-syllabification

can occur at times. Parsing of text to obtain the phoneme sequence that matches the

acoustics of the speech signal is a challenge. Obtaining accurate phone level speech

alignment from the data is also crucial in building robust TTS systems. Many of these

challenges may seem to be easy for humans, but while training a machine these are

difficult challenges. Moreover, lack of adequate amount of accurately annotated data

makes it even more tough.

The objective of this work is to exploit similarities across languages to aid faster

system building. Owing to the geographical proximity of languages and intermixing

among cultures, there is significant borrowing across languages. A natural design choice

is to make language-independent modules as much as possible. The thesis mainly focuses

on improving the accuracy of parsing and segmentation for Indian language TTS systems.

2.6 Summary

In this chapter, an overview of the TTS systems is discussed. Different phases like

corpus creation, TTS building and the challenges for TTS systems in Indian languages

are detailed. The state of the art techniques for Indian language TTS systems is also

discussed. In the next chapter, a unified approach in parsing languages is detailed.
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CHAPTER 3

A Unified Approach to Parsing Indian Languages

3.1 Introduction

The objective of text to speech (TTS) synthesis system is to convert an arbitrary input

text to its corresponding speech output. Text processing and speech generation are two

major components of a TTS system. The text processing component converts graphemes

into a sequence of phonemes while the speech generation component uses the produced

sequence of phonemes to generate speech waveform. Determining the appropriate se-

quence of sounds is very crucial for natural and intelligible speech generation. Table 3.1

shows some examples of syllable and phone level parsing for different languages. The

phoneset used in the table is detailed in Section 3.4.

Table 3.1: Sample parsing

Word Syllables Phones
बुताना बु ता ना b u t aa n aa
অক্রধাম অক্ ষ র ধাম a k sx a r a dh aa m
കൂടിയാകുേ ാൾ കൂ ടി യാ കുമ് േപാൾ k uu tx i y aa k u m p oo ln
தைரெயங்கும் த ைர ெயங் கும் t a r ai y e ng k u m

Traditional approaches in converting text to speech for a given language make use of

language specific parsers. Such approaches use specific rules of a given language and build

parsers that are highly customised. This makes the task of creating individual parsers

for new languages difficult.

Parsers that work for more than one language focus on structurally related languages

such as English and French or English and German [Copestake and Flickinger, 2000].

Bilingual parsers built in Indian multilingual context are also available [Raina et al.,

2004]. This work introduces a unified parser that can handle Indian languages which

are free-word-order and morphologically rich. The main challenges are finding the rules



for different languages and incorporating the context-sensitive rules. The unified parser

systematically identifies the invariant properties of Indian languages first. The UTF-8

text is converted to a sequence of labels. A CLS is first defined across all the languages.

Rules that are peculiar to a language are treated as exceptions. Lex and Yacc [Levine

et al., 1992] stands in good stead to build rule-based language parsers as these employ

rule-based method for token matching. This work tries to capture the similarities and

resolves the differences in rules across multiple Indian languages so that lexical rules can

handle occurrences of all native sentences and pass it to a synthesizer.

3.1.1 Characteristics of Indian Languages

Most of the Indian languages can be broadly classified into two language families:

• Indo-Aryan languages

• Dravidian languages

Indo-Aryan is the largest and is spoken mostly in North India while Dravidian is

predominant in South. These classes of languages share some common features. The

geographical proximity of the regions, where these languages have been spoken, have

resulted in significant borrowings too [Prakash et al., 2014]. Indian languages are charac-

terized by character set termed as aksharas [Raghavendra et al., 2008a]. Aksharas are the

fundamental linguistic units of the writing system in Indian languages [Lavanya et al.,

2005]. Using the properties of aksharas, syllable boundaries can be marked at vowels

at regular intervals for a given sequence of phones. This finding is typically followed in

building TTS systems for Indian languages [Kishore et al., 2002].

Indian languages are syllable-timed and a large number of syllables are common across

Indian languages [Raghavendra et al., 2008a]. Approximating to the nearest syllable is

possible even if the syllable as such is not available [Raghavendra et al., 2008b]. Account-

ing for the acoustic-phonetic properties of different languages, this thesis primarily focuses

on the generation of phonemes sequences of the form C*VC*, where C is a consonant

and V is a vowel.
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3.2 Related Work

Traditional approaches include the use of pronunciation dictionaries and language specific

parsers. pronunciation dictionaries are created manually. But this has the drawback that

a lot of manual intervention is needed and is prone to human errors. Moreover, the

vocabulary is open but a dictionary is closed. This makes it not scalable. Also, it fails

with out-of-domain words. It is difficult to get all the words in a language mapped in

a pronunciation dictionary. Separate dictionaries are needed for all languages. A lot of

language expertise is required to get all the words in a pronunciation dictionary.

Language-specific rule-based parsers are developed by abstracting the rules in a lan-

guage. The main drawback is that it is specific to one language. Moreover, the parsers

developed can have rules that are contradictory. This results in erroneous parsing of a

subset of words. An example in Hindi where words are parsed to:

1) ताजमहल(t-aa-j-a-m-a-h-a-l-a) → t-aa-j-m-a-h-a-l Correctly parsed

पागलपन(p-aa-g-a-l-a-p-a-n-a) → p-aa-g-l-a-p-a-n Wrongly parsed

2) ताजमहल(t-aa-j-a-m-a-h-a-l-a) → t-aa-j-a-m-h-a-l Wrongly parsed

पागलपन(p-aa-g-a-l-a-p-a-n-a) → p-aa-g-a-l-p-a-n Correctly parsed

Due to the contradictory rules, the words can be either parsed to 1 or 2 as shown

above. The application of the same rule in both words results in wrong parsing of one of

these. In both cases, a subset of words will get parsed wrongly. This is mainly due to

left-to-right processing of the words which is explained in Section 3.6.1.

3.3 Phonetics

Phonetics is the scientific study of human speech sounds. It has three branches based

on production (articulatory phonetics), transmission (acoustic phonetics) and perception

(auditory phonetics) of speech sounds. Articulatory phonetics, a subfield of phonetics,

explains how speech is produced using different physiological structures. The main two

classes of sounds are vowels and consonants.
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Speech sounds of any language can be identified by place and manner of articula-

tion [Wikipedia, 2018a]. Consonants can be mainly classified according to the manner

of articulation as stops, nasals, fricatives, and affricates and place of articulation as

bilabials, dentals, alveolar, palatal, velar etc. [Ladefoged and Johnson, 2014,Wikipedia,

2018e]. Figure 3.1 shows an example with fricative(s), affricate(j), stop consonant(k), and

nasal(n) (in green, violet, orange, and yellow colors respectively) with its corresponding

waveform and spectrogram. From the spectrogram, it is clear that the acoustic properties

of these sounds are very different.

Figure 3.1: An example of Hindi utterance स ज्जत करने showing different categories of
consonant sounds. Fricative(s), affricate(j), stop consonant(k), and nasal(n)
are marked in green, violet, orange, and yellow colors respectively.

Acoustic similarity across languages is used to create a common representation for

phones in different languages. This is detailed in Section 3.4.

3.4 Common Label Set (CLS)

The acoustic similarity among similar sets of phones of different languages suggests the

possibility of a compact and common set of labels [Ramani et al., 2013, Singh, 2006].

The common label set is defined using the Latin 1 script. The common label set uses

a standard set of labels for speech sounds that are commonly used in Indian languages.

The notations of labels and rules for mapping are detailed in [Ramani et al., 2013]. The
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CLS is used extensively in the development of a unified parser. A subset of CLS1 is shown

in Figure 3.2.

Figure 3.2: A subset of common label set2

3.5 Motivation

Since there are many languages in India, developing a separate parser for each language

is not a feasible solution. However, the structural similarity inside a language family

can be explored to create abstract rules across languages in the same language family.

Despite having different scripts there exists a relationship between the orthography and

sound that is common in Indian languages. Exploiting this fact a common label set is

introduced. In a previous work, a CLS is developed by identifying the acoustic similarity

across languages. Using the CLS as baseline, abstracting rules across languages can

be exploited to create a generic parser. An alternate approach which will improve the
1The complete set is available at https://www.iitm.ac.in/donlab/tts/cls.php
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parsing accuracy can be defined to handle the problem with left-to-right parsing (detailed

in Section 3.6). Also, unifying the rules across languages will make scaling to a new

language easy. This results in a reduction in the amount of language expertise required.

3.6 Unified Parser

The primary task of a parser is to segment the text for speech systems. However, the

parser cannot handle raw text as is available on news websites, blogs, documents etc.

Normalising the text input by removing the unwanted characters like special characters

and emoticons is essential. Once the text is standardized, the next step is language iden-

tification. The first character of the word is taken and compared with the Unicode range

to detect the language. Identifying whether the language belongs to Indo-Aryan or Dra-

vidian is also vital owing to vast differences in pronunciation. For parsing the word, the

sequence of graphemes is mapped to labels in CLS. Having mapped the input to CLS, the

next step is to obtain appropriate pronunciation for each of these labels. Although Indian

languages are more or less phonetic, occasionally, the one-to-one correspondence between

spoken and written form is absent. These exceptions are handled by rules detailed in

Section 3.6.4.

The main issue with parsing is the identification of vowel deletion points, syllable

boundaries and the manner of applying rules. The unified parser uses the following set

of rules.

3.6.1 Schwa deletion rules

Phonetically, schwa is a short neutral vowel sound /a/ which is associated with a conso-

nant. For Indo-Aryan languages, the implicit mid-central vowel (schwa), in each conso-

nant of the script, is obligatorily deleted in certain context while uttering. This is known

as schwa deletion or inherent vowel suppression (IVS). For example, in the Hindi word

कलम, even though it is written as k-a-l-a-m-a, the pronunciation is k-a-l-a-m. Identi-

fying which schwas are to be deleted and which are to be retained makes the process

18



of schwa deletion complex. This is obvious for a native speaker, but for machine pro-

cessing this decision depends on language-specific rules. IVS rules are performed on free

consonants/semivowels (FCS) in a word. FCS refers to the consonants/semivowels in a

word that do not have a vowel sound adjacent in the written form. For example, in the

Hindi word कलम(written as k-a-l-a-m-a) ka and ma are free consonants and la is a free

semivowel. The traditional rules followed for schwa deletion are given below.

1. Characters present in the first position of a word, never undergo IVS.
Hindi : कस्कर(k-a-s-k-a-r-a) → k-a-s-k-a-r
Bengali : পিরমাণ (p-a-r-i-m-aa-nx-a) → p-a-r-i-m-aa-nx
Gujarati : મળેલો (m-a-lx-ee-lo) → m-a-lx-ee-l-o

2. Characters in final position always undergo IVS.
Hindi : कहन(k-a-h-a-n-a) → k-a-h-a-n
Bengali : পঙ্জ (p-a-ng-k-a-j-a) → p-a-ng-k-a-j
Gujarati : મહાન (m-a-h-aa-n-a) → m-a-h-aa-n

3. No two successive characters undergo IVS. Hindi : कसरत(k-a-s-a-r-a-t-a) → k-a-s-
r-a-t
Gujarati : બરકત(b-a-r-a-k-a-t-a) → b-a-r-k-a-t
Bengali : মনসকতা(m-a-n-a-s-a-k-a-t-aa) → m-a-n-a-s-k-a-t-aa
Gujarati : વન઼ૠપિતના(v-a-n-a-s-a-p-a-t-i-n-aa) → v-a-n-a-s-p-a-t-i-n-aa

4. No two vowels come together.

5. The remaining FCS in a word that is not processed by rules 1 and 2 is processed
in left-to-right order. IVS occurs for an FCS if its successor in the word is (i) not
the last character of the word or (ii) a vowel other than ′a′.

Issues with left-to-right parsing

Application of left-to-right order of processing leads to erroneous parsing of a subset of

words. Example: Application of the rule yields the following output.

ताजमहल(t-aa-j-a-m-a-h-a-l-a) → t-aa-j-m-a-h-a-l Correctly parsed

पागलपन(p-aa-g-a-l-a-p-a-n-a) → p-aa-g-l-a-p-a-n Wrongly parsed (correct parsing is p-

aa-g-a-l-p-a-n)

ताजमहल is parsed correctly whereas पागलपन is not. Clearly this rule is inadequate to

parse both words.
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Proposed rules

This work proposes 2 new rules - AB (1) and AB (2) - to solve such parsing problems.

These rules mainly work on FCS to parse the words accurately.

AB (1) rule: A free semivowel (eg: ya, ra, la etc) at the second position of a word

starting with a vowel never undergoes IVS whereas a free consonant (eg: ka, ca, ta etc)

at the second position of a word starting with a vowel always undergoes IVS.

Hindi words : अकबर and असफल follows v-cv-cv-cv structure, but having a free consonant

and a free semivowel in its second position respectively.

But अकबर (a-k-a-b-a-r-a) is parsed to a-k-b-a-r (vc-cvc)

and असफल (a-s-a-f-a-l-a) is parsed to a-s-a-f-a-l (v-cv-cvc)

AB (2) rule: The focus of this rule is on the substring of the word which is not

processed by rules 1, 2 and AB (1). The inherent vowel sounds in this substring are

named unmarked schwa. The rule proposes lexicographically ordered processing of FCS

in this substring. An FCS is processed only if it is preceded by an unmarked schwa and

succeeded by a vowel, vowel sound or unmarked schwa in the transliterated form. In

this case, the predecessor (unmarked schwa) is deleted. If the successor is an unmarked

schwa, it is marked as non-deletable in further iterations (marked schwa). Application

of AB rule parses पागलपन and ताजमहल correctly. The process is illustrated in Tables 3.2

and 3.3. In Table 3.3, a∗ represents unmarked schwa and â represents marked schwa.

Table 3.2: Pass 1 - Apply Rules 1, 2 and AB (1)

Word Transliterated String Rule 1 Rule 2 AB(1)
ताजमहल taa ja ma ha la NA taa ja ma ha l NA
पागलपन paa ga la pa na NA paa ga la pa n NA
अकबर a ka ba ra NA a ka ba r a k ba r
असफल a sa fa la NA a sa fa l a sa fa l

Table 3.3: Pass 2 - Apply AB (2) Rule

Substring
(unmarked)

Iteration 1 Iteration 2 Iteration 3
char Action Output char Action Output char Action Output

ja∗ ma∗ ha∗ j No ja∗ ma∗ ha∗ m yes j mâ ha∗ h No j mâ ha∗
ga∗ la∗ pa∗ g No ga∗ la∗ pa∗ p yes ga l pâ l No ga l pa∗

ba∗ b No ba∗ - - - - - -
sa∗ s No sa∗ - - - - - -
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3.6.2 Geminate correction rules

The term geminate in phonology refers to a long or doubled consonant sound, such

as the /kk/ in the Hindi word पक्का that contrasts phonemically with its shorter or

singleton counterpart पका . Such contrasts occur frequently in Indian languages. There

exist other phonetic cues to geminates besides consonantal duration such as pitch and

intensity differences. However, this work does not focus on the phonological behavior of

geminates. The focus is to keep the geminates together, that is, they are always grouped

as a syllable, as the sound is distinct. Samples of geminate correction rules are given

below.

Hindi

पक्का ( p a )( k k aa ) - geminate ka

पका ( p a )( k aa ) - single ka

Tamil

பட்டம் ( p a )( tx tx a m ) - geminate tx

படம் ( p a )( tx a m )- single tx

3.6.3 Syllable parsing rules

Though each sound is mapped to a corresponding label in the common label set, the label

set does not handle the implicit /a/ sound associated with each consonant of the script.

Hence, a separate rule is written to add the /a/ sound to the labels of all consonants

without a vowel modifier associated with it. Thereafter, schwa deletion is performed

for Indo-Aryan languages alone. For Dravidian languages schwa deletion rules are not

applied. The processed input text is split into a set of sub-syllables, both at vowel and

halant3 positions. These sub-syllables are processed in last to first manner, to ensure
3A notation used in most writing systems of the Indian subcontinent to signify the lack of an inherent

vowel.
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that all the consonantal units are suffixed by a vowel. Necessary correction (if required)

is performed subsequently i.e, if the current unit does not possess a vowel sound, it is

appended to the previous unit. For example, ताजमहल is syllabified as ( t aa j )( m a

)( h a l ). This rule is significant in particular for chillaksharas in Malayalam that do

not possess an inherent vowel. This rule is also considered while grouping geminates as

syllables, as the first occurrence of the consonant does not possess an inherent vowel.

3.6.4 Language-specific rules

Not all words will get correctly parsed after applying the above rules. This is due to

the fact that each language has certain specific rules which cannot be generalized. These

language-specific rules are applied during parsing to improve the accuracy further. A few

examples of such rules for Tamil are shown in Figure 3.3.

Figure 3.3: Language specific rules for Tamil

3.6.5 Agglutination

Agglutination is the process of combining words that are formed by stringing together

morphemes. The stringing of words is carried out without changing the morphemes in

either spelling or phonetics. Languages that use the property of agglutination are called

agglutinative languages. The unified parser handles agglutinative words that are common

in Dravidian languages since it employs a rule-based approach.
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Tamil

வநஂதுகஂெகாணஂடிருகஂகிறானஂ→வந்து ெகாண்டு இருக்கிறான்

w-a-nd-d-u-k-k-o-nx-dx-i-r-u-k-k-i-rx-aa-n → w-a-nd-d-u k-o-nx-dx-u i-r-u-k-k-i-rx-

aa-n

Malayalam

വ ുെകാ ിരി ു ു→വ ു െകാ ഇരി ു ു

w-a-n-n-u-k-o-nx-tx-i-r-i-k-k-u-n-n-u → w-a-n-n-u k-o-nx-tx i-r-i-k-k-u-n-n-u

3.7 Experiments and results

3.7.1 Dataset

The dataset used4 is released as part of resources for Indian languages [Baby et al., 2016b].

Text to speech synthesis systems are built using the language specific parsers and unified

parser for 11 Indian languages detailed in Table 3.4.

Table 3.4: Dataset

Language Type Duration
(in hrs)

Bengali Male 6.05
Bodo Female 4.00

Gujarati Male 4.92
Hindi Male 5.03

Kannada Male 3.01
Malayalam Male 5.70
Manipuri Male 6.61
Marathi Female 4.80

Rajasthani Male 5.82
Tamil Male 4.30
Telugu Male 4.20

4Available at https://www.iitm.ac.in/donlab/tts/database.php
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3.7.2 Pairwise comparison test

Pairwise Comparison (PC) tests are performed by an average of 12 native listeners to

evaluate the performance of the unified parser approach. The listener listen a set of 15

sentence pairs. Each pair is synthesised using TTS systems created using the unified

parser and native parser. Listeners can give preference to either one of these systems or

as equal (if both sounds similar). PC tests reveal the effectiveness of the unified parser.

As can be seen from Figure 3.4, in most cases the unified parser and native parser have

the same preference. Occasionally there is a preference for the unified parser.

Figure 3.4: Pairwise Comparison test results

Experimental results show that the unified parser is more robust and accurate com-

pared to current systems that require similar supervision. This work is also the first

attempt to introduce a unified approach, using the common label set, for parsing Indian

languages. Unlike previous systems that require manually-constructed rules, this system

requires much less knowledge of the native languages and can be easily scaled to other

languages. To build TTS systems for a new language, the mapping from grapheme to

CLS needs to be identified. Existing language-specific rules can be adapted. For example,

Hindi and Rajasthani follow mostly the same set of rules.
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3.8 Multilingual synthesis using unified parser

The unified parser parses Indian language text to CLS. This can be exploited in building

multilingual TTS systems. Also, data from different languages can be pooled to build

much robust speech systems. This is more relevant for Indian languages since code-

switching and code-mixing are predominant across Indian languages.

3.9 Summary

The unified parser is a step towards building an efficient pronunciation generator for

Indian languages. Although the objective was primarily to unify various Indian language

parsers, it is observed that the unified parser is more robust than custom built parsers. In

order to scale unified parser to a new language, one needs to identify the language family,

borrow the standard rule set. Exceptions may be handled by incorporating language-

specific rules.
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CHAPTER 4

Segmentation of Speech Signals

4.1 Introduction

Segmentation is the process of finding the time aligned sequence of phones/syllables in

the speech utterance. Figure 4.1 shows the segmentation of the Hindi utterance उस रामा
into phones and syllable units. The syllable boundaries are marked in red and phone

boundaries are marked in blue.

Figure 4.1: Sample segmentation

Segmentation of speech into accurate time-aligned phonetic transcriptions plays a vital

role in building robust speech systems, including statistical parametric speech synthesis

(SPSS) systems, as the duration of HMM states is explicitly modeled and generated dur-

ing synthesis [Zen et al., 2009]. The widely used HMM-based Viterbi forced alignment

is not ideal for speech synthesis [Sethy, 2002,Black and Kominek, 2009] as the location



of the phoneme boundary is not used as a criterion for estimation of parameters. It

often requires manual correction after the forced alignment. Manual labeling for a huge

multi-lingual corpus is time-consuming and error-prone which warrants automatic pro-

cedures that are better than Viterbi force-aligned HMM segmentation. There have been

many attempts at improving the accuracy of HMM segmentation. In [Kim and Conkie,

2002], a spectral transition measure is used to correct boundaries having abrupt spectral

changes. In [Black and Kominek, 2009], the boundaries are iteratively moved forward

or backward by one frame, depending upon the direction in which frame classification

accuracy increases.

Wherever hand-labeled1 data is available, for example, the TIMIT corpus [Zue et al.,

1990], machine learning models have been trained to learn the boundaries [Hinton et al.,

2012]. For example, [Lo and Wang, 2007] use support vector machine (SVM) and [Lee,

2006] uses a multi-layer perceptron to refine the HMM boundaries. The best-reported

results on TIMIT database use a fusion of multiple acoustic front-ends (i.e. systems

based on mel-frequency cepstral coefficients (MFCC), perceptual linear predictive (PLP),

etc.), on top of boundary correction models such as neural networks and single-state

HMMs, thereby improving the segmentation accuracy to 96.7% within a tolerance of 20

ms [Stolcke et al., 2014]. However such hand-labeled data is not available for Indian

languages. Further, even in such a carefully designed and labeled corpus vowel deletion

has been observed [Golda Brunet and Murthy, 2017].

Accurate phonetic segmentation becomes a problem when only the phoneme sequences

are available and not their boundary locations. Signal processing cues that are agnostic to

the speaker can be used to get syllable boundaries [Prasad et al., 2004]. Signal processing

cues result in false alarms but seldom introduce deletions when the parameters are chosen

such that the boundaries are overestimated. Phonetic transcription can be used in tandem

with signal processing cues to eliminate insertions. Signal processing cues along with

HMM-based alignment has been used for segmenting speech data in TTS systems for

Indian languages [Shanmugam and Murthy, 2014b].
1Manual labeling performed by experts
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4.2 Role of segmentation

Text pre-processing, text parsing, speech segmentation, training and synthesizing are the

different phases of developing a TTS system. In text parsing phase, the parser converts

text sentences into a sequence of sub-word units, syllables or phones. During segmenta-

tion, the boundaries of these sub-word units are obtained from the speech utterance. TTS

systems are trained thereafter using these obtained boundaries. In USS, during training,

the boundary information is used to organise the speech database into a suitable structure

for easy retrieval of sub-word units that match a particular context. Classification and

regression tree (CART) is the most commonly used structure [Riley, 1991]. During syn-

thesis, appropriate sub-word units, with the aid of context information, are concatenated

to get the synthesized speech utterance. In HTS, during the training phase, the boundary

information is used for modeling sub-word units. During the synthesis phase, the speech

is synthesized for a given text using the trained sub-word models. The goodness of a

TTS system is evaluated based on the naturalness and intelligibility of the synthesized

voice, which in turn is related to the trained sub-word models (in HTS) and the CART

(in USS). Hence, in both systems, the quality of synthesis depends on the boundaries of

sub-word units. Robust sub-word unit models can be built during the training phase,

if a large amount of training data is available2 with machine learning techniques.Being

statistical modeling techniques, the boundaries are accurate when a large amount of data

is available. In the absence of hand-labeled data, segmentation boundaries of the sub-

word units become crucial in determining the quality of synthesized speech. Since Indian

languages are digitally low resource languages, accurate segmentation of speech data into

sub-word units becomes an important sub-task in building TTS systems.

The success of a good TTS system depends on the segmentation of the speech data

which in turn depends on the availability of: a) a good phone recognizer b) manually

labeled corpora c) a large amount of accurate parallel text and speech corpora. For high

resource languages like English, although phoneme level transcriptions are not available,

accurate sentence level transcriptions are available. In addition to this, a huge speech
2The training data of a TTS system consist of text sentences and the corresponding recorded

speech utterances.
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corpus is also available [Godfrey et al., 1992]. Machine learning algorithms like sup-

port vector machines (SVMs) [Lo and Wang, 2007] and multi-layer perceptrons [Lee,

2006] are trained on this corpus to learn phone boundaries. Using boundary information

from any one of these approaches, ASR systems are built for English. These automatic

speech recognition (ASR) systems are used for phone segmentation in English TTS sys-

tems [Schwarz et al., 2006]. In [Kominek and Black, 2004], Kominek and Black introduced

a new speech database for English (CMU ARCTIC database) that better suits the re-

quirement of speech synthesis. This database consists of around two hours of speech data.

The phone labels are obtained using CMU-Sphinx train tool [Huang et al., 1993]. These

labels are then verified and corrected manually, and USS voices are built [Kominek et al.,

2003]. Since the database is manually annotated, the quality of synthesized voice is good.

Apart from using phone recognizers or manually labeled corpora, various semi-automatic,

and automatic segmentation algorithms are available for different languages [Lee et al.,

1990,Wilpon et al., 1990,Brognaux and Drugman, 2016,Young et al., 2002,Prasad et al.,

2004,Shanmugam, 2015]. Most of these perform HMM-based forced Viterbi alignments,

which is followed by either manual correction of phone boundaries or the use of other

techniques for correcting the HMM boundaries.

4.3 Segmentation for Indian languages

Speech segmentation framework in Indian language TTS systems include both semi-

automatic and automatic segmentation approaches. In semi-automatic methods, seg-

mentation is performed using some automated approach, but with the aid of manual

intervention. This automated method could be machine learning algorithms or signal

processing based techniques. Gaussian mixture model-HMM-based bootstrap segmenta-

tion (GMM-HMM-BS) [Lee et al., 1990,Wilpon et al., 1990,Young et al., 2002], group

delay based segmentation [Prasad et al., 2004] are two such approaches. The boundaries

given by these methods are not accurate and hence requires manual intervention to make

the boundaries accurate. Automatic segmentation of speech utterances is mostly based on

GMM-HMM flat start (GMM-HMM-FS) segmentation. In this approach, segmentation
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is performed automatically without any manual intervention. However, the boundaries

given by this method is not very accurate. Another automatic approach, hybrid segmen-

tation, uses signal processing techniques in tandem with GMM-HMM-based flat start

segmentation [Shanmugam, 2015]. Various automatic and semi-automatic approaches

used for speech segmentation are discussed in the following subsections.

4.3.1 GMM-HMM flat start approach (GMM-HMM-FS)

GMM-HMM is one of the widely accepted approaches for phone segmentation in Indian

languages. In this method, the speech utterance is initially divided into segments of

equal length, where the number of segments is exactly same as the number of phones

that make up the utterance. This initial alignment is used for training GMM-HMM

monophone models. Separate models are trained for each phone in the phoneset. The

parameters, mean and variance, of every state in all monophone HMMs are initialized with

global mean and variance. Baum-Welch embedded re-estimation is then performed to

update the parameters of each HMM. This process is repeated iteratively, and the optimal

phone boundaries are obtained by performing forced Viterbi alignment using the updated

parameters of monophone HMMs. This method gives accurate phone/syllable boundaries

if data is available in abundance. Otherwise, manually segmented data is required to get

accurate boundaries as discussed in [Lee, 2006, Kim and Conkie, 2002, Ogbureke and

Carson Berndsen, 2009, Yuan et al., 2013]. But for low resource languages like Indian

languages manually labeled data are not available and hence flat start boundaries are

approximate and non-accurate [Shanmugam, 2015].

4.3.2 GMM-HMM bootstrap approach (GMM-HMM-BS)

GMM-HMM-based speech segmentation gives better phone boundaries with better initial

alignments. GMM-HMM-FS segmentation does not provide robust phone models because

the initial alignments are not good. Hence, another approach, called GMM-HMM boot-

strap segmentation (GMM-HMM-BS) is adopted for building better phone models. In

this approach, to get better initial phone alignments, a small amount of speech data (for
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example, 5 minutes) is selected and labeled manually. This data is used for building the

initial monophone HMM models. The data is selected in such a way that all the phones

of a given language are covered. Baum-Welch embedded re-estimation is then performed

on the rest of the data to refine the phone models. The phone models are refined iter-

atively until the segmentation becomes satisfactory. Finally forced Viterbi alignment is

used to get the phone boundaries using the refined phone models. Hence the obtained

phone boundaries are better than that of GMM-HMM-FS segmentation, but yet, they

are not very accurate. These boundaries obtained are adequate for ASR systems, but

they are not good enough to build high-quality TTS systems. The boundaries obtained

with bootstrap segmentation is shown in Figure 4.2. It is seen from the figure that the

bootstrap (BS) boundaries are better than flat start (FS) boundaries, nevertheless, they

are not yet accurate.

Figure 4.2: Bootstrap segmentation. The first panel shows the syllable transcription (in
UTF-8 encoding), the second panel shows the actual phone boundaries, the
third panel shows the phone boundaries obtained with flat start segmen-
tation (5 hours of data) and the fourth panel shows the phone boundaries
obtained with bootstrap segmentation (5 hours of data, out of which 10
minutes was manually labelled).
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4.3.3 Group delay based semi-automatic approach (GDS)

In this method, speech segmentation is performed at syllable level. The syllable bound-

aries are identified with the aid of signal processing cues, followed by a manual correction.

This approach is widely used in syllable based TTS systems [Pradhan et al., 2013], and

phone-based TTS systems which perform embedded re-estimation on corrected syllable

boundaries to get phone models [Shanmugam and Murthy, 2014a].

Figure 4.3: Semi-automatic labeling tool for manual correction of syllable boundaries
obtained with GD segmentation. The tool has an option to play the wave-
form fully or as segments, and to insert, delete, or move the syllable bound-
aries. It also provides the facility to play with a tuning parameter called
window scale factor (WSF) (discussed in Section 4.4) to control the number
of syllable boundaries given by GD.

Group delay (GD) of short-term energy (STE) is used widely to identify the syllable

boundaries from speech signals without any phonetic transcriptions [Prasad et al., 2004].

This process is detailed in Section 4.4. After getting the syllable boundaries, the boundary

sequence is mapped directly to syllable sequence from the text. This leads to two types of

errors namely, (a) insertion error and (b) deletion error. Insertion error occurs when an
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additional boundary is obtained within a syllable and deletion error occurs when a syllable

boundary is missed out. Since the boundary sequence is mapped directly to syllable

sequence, the presence of insertion or deletion errors leads to incorrect boundaries of other

syllables also. Hence, the boundaries given by this method is often corrected manually to

get accurate boundaries. A semi-automatic labeling tool is developed [Deivapalan et al.,

2008], to correct the boundaries obtained from GD segmentation as shown in Figure 4.3.

4.3.4 Automatic hybrid segmentation (GMM-HMM-BC)

In this method, signal processing cues are used in tandem with HMM-based forced Viterbi

alignment to get accurate syllable/phone boundaries. HMMs take text transcription

as input, and hence they do not have any insertion/deletion errors. However, phone

boundaries given by this method is not accurate [Sethy, 2002], compared to the GD

syllable boundaries. Hence the syllable boundaries obtained from HMM-FS are corrected

to the closest GD syllable boundaries iteratively. After obtaining accurate boundaries,

Baum-Welch embedded re-estimation is performed within a syllable to get monophone

models. Using these models, forced Viterbi alignment is then performed. This is the

state-of-the-art segmentation approach for Indian language TTS systems [Shanmugam

and Murthy, 2014a].

Hybrid segmentation depends on acoustic cues for improving the speech segmenta-

tion. It uses GD of short-term energy and sub-band spectral flux for the performance

enhancement. A number of syllable boundaries are corrected based on the rules developed

from empirical analysis of the acoustic cues. This is detailed in Section 4.4.

4.4 Importance of acoustic cues

Phones are the most common subword unit for speech modeling. But in most of the cases,

only sentence level transcription is available for training the models [Godfrey et al., 1992,

Baby et al., 2016b,Hirsch and Pearce, 2000]. Obtaining accurate phone level alignment is

a difficult task. Manual alignment is not only time-consuming but also inconsistent as it
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is difficult to perceive a phone in isolation. A common set of fundamental units that can

be defined “universally” across all spoken languages [Siniscalchi et al., 2013]. For Indian

languages syllables are found to be robust units [Patil et al., 2013,Lakshmi and Murthy,

2006].

4.4.1 Syllable as an alternative to phone

Syllable, the fundamental unit of speech production can be used as an alternative to the

phone. Syllables have typical spectral and temporal characteristics, are much longer in

duration (about 150ms) and can be detected using signal processing cues. Syllables are

also closely related to human speech perception and articulation [Ganapathiraju et al.,

2001]. Analysis of pronunciation variation at syllable level is observed to be more sys-

tematic [Greenberg, 1999]. Syllable is found to be a robust subword unit for Indian

languages [Patil et al., 2013,Pradhan et al., 2015, Lakshmi and Murthy, 2006]. Syllable

modeling results in the reduction of model parameters as context dependencies are less

important for syllable models compared to that of tri-phone models [Tachbelie et al.,

2012,Tachbelie et al., 2014].

Figure 4.4: Waveform and energy plots of a syllable. X-axis correspond to time in
samples at a sampling rate of 16 kHz (fig a). The energy plot shows the
corresponding number of frames in a syllable (fig b).
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A syllable consists of one or more phones and is of the form C*VC*, where C is a

consonant and V is a vowel. A syllable consists of three parts - onset, nucleus, and coda,

as shown in Figure 4.4(a). The onset and coda consist of consonants whereas nucleus

is a vowel. Syllable boundary detection from the acoustic waveform is comparatively

easy. Group delay (GD) based techniques are proven to give robust syllable boundaries

for Indian languages [Murthy and Yegnanarayana, 1991, Murthy and Yegnanarayana,

2011,Shanmugam and Murthy, 2014b,Nagarajan and Murthy, 2004,Prasad et al., 2004].

Signal processing cues are agnostic to speakers and languages. Most widely used signal

processing cue for obtaining syllable boundaries in ASR and TTS systems is short-term

energy (STE) [Murthy and Yegnanarayana, 2011,Prasad et al., 2004]. Sub-band spectral

flux (SBSF) is used for detecting fricative, affricate, and nasal boundaries [Shanmugam,

2015].

4.4.2 Short-term energy (STE) for syllable boundary detection

Owing to co-articulation in continuous speech, it is more difficult to distinguish phone

transitions than syllable transitions [Shanmugam, 2015]. It is easier to obtain syllable

boundaries than phone boundaries. The region of vowels in syllables corresponds to more

energy and duration than that of consonants. Boundaries of syllables correspond to low

energy region. Short term energy (STE) can be used as an acoustic cue to obtain syllable

boundaries. STE function E[m] where m = 1, ....,M is calculated from the given speech

utterance x[n] as:

E[m] =
M∑

m=1

(x[n].w[m− n])2 (4.1)

where w(n) presents the windowing function of finite duration andm represents the frame

shift

But STE cannot be used directly due to local fluctuations in energy (Figure 4.4(b)).

But a smoothed version of STE can be used to detect syllable. Figure 4.5 shows a speech

waveform along with the smoothed version of the STE. Since the fluctuations in STE are

smoothed with GD processing, each of the valleys resembles syllable boundaries. This
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Figure 4.5: Speech waveform with smoothed STE

can be used as a cue to detect many syllable boundaries accurately.

STE can be made to resemble magnitude spectrum of any real signal, and GD based

processing can be applied to obtain the syllable boundaries. GD function can be applied

to minimum phase signals only. Hence, the signal is made minimum phase by processing

in the root cepstral domain (inverse DFT of the short-term energy function) [Lim, 1979,

Nagarajan et al., 2003] and then GD function is applied on this minimum phase signal.

In [Prasad et al., 2004], the use of minimum phase group delay functions in finding syllable

boundaries for speech recognition is proposed.

This GD based algorithm is agnostic to text transcription as the boundaries are ob-

tained directly from the waveform independent of the transcription. The number of

syllable boundaries given by the algorithm depends on the size of the Hanning window

chosen in the cepstral domain [Prasad et al., 2004], which in turn depends on a parameter

called window scale factor (WSF). WSF is inversely proportional to the syllable rate of

the utterance. Figure 4.6 shows the GD of the STE of a part of a Tamil utterance for

various WSF values- 10, 3.4, and 1 - in the three panes below the waveform. The syllable

boundaries are marked by orange line. From the figure, it can be observed that WSF of

3.4 gives good syllable boundaries.

Examples of syllable boundaries obtained with GD of STE are shown in Figures 4.7,

4.8, 4.9, and 4.10 for the languages Hindi, Bengali, Telugu, and Tamil respectively. GD of

STE gives peaks at the location of syllable boundaries, irrespective of language. However,
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Figure 4.6: GD boundaries for different WSF values

GD of STE fails to identify syllable boundaries in a few cases. This is discussed in detail

in Section 4.4.4.

4.4.3 Sub-band spectral flux (SBSF) for phone transitions

Based on extensive experimentation, it is observed that sibilant fricatives and affricates

have prominent energy in higher frequency bands, and nasals have prominent energy

only in lower frequency bands. Spectral change as a function of time can be used to

detect phone boundaries when the phone transition is accompanied by significant change

in spectral characteristics [Kim and Conkie, 2002, Rabiner and Juang, 1993]. Spectral

flux (SF), which is the Euclidean distance between the normalized power spectrum of a

speech frame and normalized power spectrum of the previous frame, gives a measure of
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Figure 4.7: An example of a Hindi utterance that shows syllable boundary detection
with GD of STE. The first and second panels show the syllable and phone
transcriptions respectively. The boundary of the syllables adh, and yee
corresponds to a peak in the GD of STE.

Figure 4.8: An example of a Bengali utterance that shows syllable boundary detection
with GD of STE. The first and second panels show the syllable and phone
transcriptions respectively. The boundaries of the syllables u and jaa, and
jaa and tik corresponds to a peak in the GD of STE.
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Figure 4.9: An example of a Telugu utterance that shows syllable boundary detection
with GD of STE. The first and second panels show the syllable and phone
transcriptions respectively. The boundary of the syllables wi, and kii cor-
responds to a peak in the GD of STE.

Figure 4.10: An example of a Tamil utterance that shows syllable boundary detection
with GD of STE. The first and second panels show the syllable and phone
transcriptions respectively. The boundary of the syllables koo, and txtxai
corresponds to a peak in the GD of STE.
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spectral change. Spectral flux for nth frame (SFn) and n − 1th frame, where En is the

energy of nth frame, is given by the equation:

SFn = (En − En−1)
2 (4.2)

The peaks in the spectral flux correspond to phone boundaries. This property of

spectral flux can be used for obtaining the phone boundaries of sibilant fricatives, and

affricates [Shanmugam, 2015]. Phone boundaries are characterized by energy changes in

different bands of the spectrum [Kim and Conkie, 2002]. Sub-band spectral flux (SBSF)

is computed by dividing the normalized power spectrum into four bands uniformly, and

finding the squared difference between the band energy of a frame with that of the

previous frame as given by the equation:

SBSFn =
4∑

i=1

(En[i]− En−1[i])
2 (4.3)

Figure 4.11: An example of a Hindi utterance that shows syllable boundary detec-
tion with SBSF. The first and second panels show the syllable and phone
transcriptions respectively. SBSF gives a peak near the boundary of the
syllables pra, and sid (first phone of the syllable sid is a fricative s).

SBSF gives peak at locations where there is a significant change in spectral character-
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Figure 4.12: An example of a Bengali utterance that shows syllable boundary detec-
tion with SBSF. The first and second panels show the syllable and phone
transcriptions respectively. SBSF gives a peak near the boundary of the
syllables dxi, and sil (first phone of the syllable sil is a fricative s).

Figure 4.13: An example of a Telugu utterance that shows syllable boundary detec-
tion with SBSF. The first and second panels show the syllable and phone
transcriptions respectively. SBSF gives a peak near the boundary of the
syllables ya, and cee (first phone of the syllable cee is an affricate c).
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Figure 4.14: An example of a Tamil utterance that shows syllable boundary detec-
tion with SBSF.The first and second panels show the syllable and phone
transcriptions respectively. SBSF gives a peak near the boundary of the
syllables pee, and ci (first phone of the syllable ci is an affricate c).

istics. However, it is observed that it gives peaks consistently for sibilant fricatives and

affricates. Hence, SBSF can be used for finding the boundaries of syllables which start

or end with sibilant fricatives or affricates. The boundary detection algorithm based on

SBSF function is detailed in [Shanmugam, 2015]. Figures 4.11, 4.12, 4.13, and 4.14 shows

examples of syllable boundaries obtained with SBSF for the languages Hindi, Bengali,

Telugu, and Tamil respectively.

4.4.4 Rules for boundary correction

With extensive experimentation using GD segmentation algorithm, it is observed that

the boundaries obtained from GD processing of STE and SBSF do not yield accurate

boundaries always [Shanmugam, 2015]. The boundaries given by GD of STE will not

be accurate if (a) a syllable has a semi-vowel or an affricate at its beginning and (b) a

syllable has a fricative or nasal at its beginning or end. An example for this is illustrated

in Figure 4.15. In Figure 4.15, the GD of STE does not show any peak at the boundary

between the syllables त्म(्tam) and अग(्ag). The presence of the nasal m in the syllable
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tam caused a dip in GD function. SBSF fails to find phone transitions if both the phones

are fricatives or affricates. An example for this is illustrated in Figure 4.16. The boundary

between the syllables नॉस्(naxs) and फ़ (fii) is not detected using SBSF since both the last

phone of naxs (fricative s) and the first phone of fii (fricative f ) have prominent energy

in higher frequency bands, and SBSF cannot capture changes in spectral characteristics.

Figure 4.15: An example of a Hindi utterance that shows a case where GD of STE
will not give good syllable boundary. STE will not capture the boundary
between syllables tam and ag.

Hence, even though STE and SBSF give syllable boundaries, they do not yield accu-

rate boundaries always. Therefore, in this work, two boundary marking rules are used to

identify the correct boundaries given by spectral cues. The following rules are applied to

determine if the boundary between two syllables syl1 and syl2 are correct [Shanmugam,

2015]:

• Rule 1: The boundary between the syllables syl1 and syl2 is marked as correct
using STE, if the end-phone (é) of syl1 is not a fricative or nasal, and the beginning-
phone (b)́ of syl2 is not a fricative, affricate, nasal or a semi-vowel.

• Rule 2: The boundary between syl1 and syl2 is marked as correct using SBSF, if
the é of syl1 or the b́ of syl2, but not both, is a fricative or an affricate.

A sample segmented speech utterance with syllable boundaries obtained with GD of
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Figure 4.16: An example of a Hindi utterance that shows a case where SBSF fails to
give good syllable boundary. SBSF will not capture the boundary between
syllables naas and free.

Figure 4.17: An example of a Hindi utterance that shows boundary correction using
STE and SBSF.

STE and SBSF based on these boundary correction rules are shown for part of a Hindi

utterance in Figure 4.17. The syllable boundaries obtained with GD of STE is denoted
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with the number 2 and those obtained with SBSF is denoted with the number 3 beside

the syllable transcription (in Figure 4.17). The number 1 denotes that the boundaries are

not corrected. In the figure, the boundary between syllables खोज(्khoj) and कर्(kar) is

corrected using SBSF (Rule 2), and the boundary between syllables कर्(kar) and ता(taa)

is corrected using STE (Rule 1).

4.5 Summary

This chapter briefly reviews the speech segmentation processes. The importance of ac-

curate speech segmentation for building TTS systems are discussed. Various approaches

used for segmentation for Indian languages are also detailed. The importance of spectral

cues for speech segmentation is discussed. The next chapter presents details about neural

network based techniques and the proposed approach of using deep learning techniques

in tandem with signal processing cues.
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CHAPTER 5

Deep Neural Networks in Tandem with Spectral

Cues for Speech Segmentation

5.1 Introduction

In India, spoken languages belong to several language families, the major ones being

Indo-Aryan and Dravidian. Nevertheless, the amount of available digital resources in

terms of parallel speech and text corpora is very small [Post et al., 2012,Joy et al., 2014].

There is no single language spoken in the entire country. Hence, in the context of speech

synthesis, separate TTS systems are needed for these languages.

However, building TTS systems require huge amount of data for training robust ma-

chine learning models. Collecting huge amount of data for such large number of languages

is a tedious and expensive task. Unlike the English language, manually labeled speech

corpora, or good generic ASR systems are not available for phone segmentation of In-

dian languages. The use of language-independent phone recognizers also failed for these

languages. The phone boundaries given by the state-of-the-art language-independent

phone recognizer by the Brno University of Technology (BUT), the BUT phone recog-

nizer [Schwarz et al., 2006], for a Hindi speech utterance is shown in Figure 5.1. Com-

parison between first panel (phone boundaries given by the BUT recognizer) and second

panel (actual phone boundaries) shows the presence of insertion error (phone m between

the phones i and d) and substitution errors (substitution of phone a with phone i, phone

d with phone u, and phone k with phone g) 1. Hence, as discussed in Section 4.2, better

phone boundaries become mandatory to develop robust TTS systems.
1Insertion error occurs when an additional phone boundary, which is not present, is detected.

Deletion error occurs when an actual phone boundary is not present in the alignment. Substi-
tution error occurs when all the boundaries are captured properly but a phone is recognized
wrongly as another phone.



Figure 5.1: Phone boundaries obtained for a Hindi speech utterance using BUT phone
recognizer. The first panel shows the actual phone boundaries (denoted as
ground truth (GT), the second panel shows the phone boundaries obtained
with BUT recognizer. Comparison between first and second panels shows
the presence of insertion and substitution errors.

Manual annotation of phone boundaries is a difficult task. This requires native listen-

ers of each language, who are also phoneticians, to mark the boundaries accurately in the

speech utterances. This is tedious and time-consuming. Moreover, it is difficult to get

experts for each language. However, for some of these languages, a small amount of man-

ually labeled data is available. But the machine learning models, trained with less data,

will not provide good phone boundaries. Phone segmentation in Indian language TTS

systems is performed with the aid of various automatic and semi-automatic phoneme seg-

mentation algorithms. These approaches include machine learning techniques like HMM

flat-start segmentation [Lee et al., 1990, Young et al., 2002], HMM bootstrap segmen-

tation [Brognaux and Drugman, 2016,Young et al., 2002], signal processing techniques

like group delay based segmentation [Prasad et al., 2004], and hybrid segmentation al-

gorithm [Shanmugam and Murthy, 2014b], which uses signal processing cues along with

HMM-based forced Viterbi alignment, as discussed in Chapter 4.
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5.2 Neural networks for phone modeling

In recent years, deep learning techniques like deep neural networks (DNN) and convo-

lutional neural networks (CNN) are widely applied in ASR systems. The DNN/CNN

modeling techniques outperform the GMMs in acoustic modeling as they can handle

highly non-linear relationships between input and output [Hinton et al., 2012]. Neverthe-

less, these neural network techniques are not used for speech segmentation in the context

of speech synthesis of Indian languages. In this work, an attempt is made to exploit the

discriminative power of deep neural networks for phone segmentation in Indian language

TTS systems.

In all the segmentation algorithms discussed in Section 4.3, GMMs are used for acous-

tic modeling within an HMM state. GMM decides the posterior probability of how well

each HMM state fits a frame of acoustic coefficients. This posterior probability is con-

verted to likelihood scores for performing the forward-backward algorithm during forced

Viterbi alignment. For automatic speech recognition (ASR) systems DNNs outperformed

GMMs in acoustic modeling. The inclusion of DNN/CNN improved the overall perfor-

mance of ASR systems. In this work, GMMs are replaced by DNNs, and these systems

are referred to as DNN-HMM systems [Hinton et al., 2012]. Instead of DNNs, CNNs are

used for acoustic modeling and the systems are referred to as CNN-HMM systems [Ab-

del Hamid et al., 2012,Golik et al., 2015]. This motivated the implementation of DNN-

HMM/CNN-HMM for speech segmentation approach in TTS systems.

5.2.1 Deep neural network (DNN)

DNNs are neural networks with more than two fully connected hidden layers of nodes

between the input and output layers. A DNN is trained in two stages using the features2

derived from speech data. In the first stage, an unsupervised restricted Boltzmann ma-

chine (RBM) is trained using the features. The RBM learns weights and the structures

in input speech data. In the second stage, a neural network is initialized with the weights
2The most common training feature is filter bank energies.
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Figure 5.2: Schematic diagram of DNN

learned from the RBM. The block schematic of a DNN with 4 hidden layers is shown in

Figure 5.2.

5.2.2 Convolutional neural network (CNN)

Unlike DNNs, CNNs are the neural network architectures with convolutional layer (con-

volutional layer + pooling layer (subsampling layer)) followed by few fully connected

hidden layers. CNN reduces correlations among the different dimensions and performs

convolution in the frequency domain. The block schematic of a CNN with 2 convolution

and subsampling layers and 4 hidden layers is given in Figure 5.3.
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Figure 5.3: Schematic diagram of CNN
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5.2.3 DNN with flat-start initialisation

Unlike GMM-HMMwith flat start initialization, DNN/CNN-HMM flat start initialization

will not give good phone boundaries. The phone boundaries obtained with DNN-HMM

flat start for a Hindi utterance is shown in Figure 5.4. Hence, DNN/CNN-HMM based

phone segmentation is performed with the initial phone models obtained from GMM-

HMM segmentation.

Figure 5.4: DNN flatstart segmentation

5.3 Motivation

Signal processing techniques, which are agnostic to the speaker, are capable of detecting

accurate syllable boundaries from the speech data [Prasad et al., 2004]. These techniques

are used widely in Indian languages for obtaining syllable boundaries for both ASR and

TTS systems [Golda Brunet and Murthy, 2017, Janakiraman et al., 2010]. Syllable, the

fundamental unit of speech production, can be detected using signal processing cues. The

signal processing cues, group delay of short-term energy (STE) and sub-band spectral

flux (SBSF) are capable of capturing the transitions between syllables. However, the

boundaries obtained do not use the transcription.
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Figure 5.5: HMM flat start segmentation with different hours of training data. The
first panel shows the syllable transcription (in UTF-8 encoding), the second
panel shows the actual phone boundaries, the third, fourth, and fifth panels
show the phone boundaries obtained with 1 hour, 3 hours, and 5 hours of
data respectively.

On the other hand, machine learning approaches use text transcriptions also for speech

segmentation. The number of syllable boundaries given will be based on the number of

syllables present in the text. The accuracy of the boundaries depends on the amount of

data used for training. Smaller the amount of data, poorer is the segmentation. This

is illustrated in Figure 5.5, which shows the phone alignment obtained with 1 hour, 3

hours, and 5 hours of training data. The alignment becomes better with the increase in

training data. But even with 5 hours of data, the boundaries obtained are not accurate.

With any amount of data, signal processing cues can be used along with these machine

learning algorithms to correct the boundaries given by the latter.

Large amount of data to train robust neural network models is not available for

Indian languages. A hybrid approach which uses the deep neural networks in tandem

with signal processing cues can improve the neural network models significantly for low

resource languages. The proposed approaches which combine neural networks and signal
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processing are detailed in the next section.

5.4 Proposed approaches

The phone boundaries obtained with DNN-HMM/CNN-HMM systems are better than

those given by GMM-HMM systems. But some of the boundaries given by signal pro-

cessing cues are even better than the DNN-HMM/CNN-HMM phone boundaries. Hence,

signal processing cues are used to correct these boundaries. Similar to GMM-HMM

framework, GD of STE and SBSF are used to correct the DNN-HMM/CNN-HMM phone

boundaries, after applying the boundary correction rules as mentioned in Section 4.4.

The boundary corrections are applied to DNN-HMM/CNN-HMM systems in two

different methods. In the first proposed method, the boundary correction is performed

as an iterative process. The DNN-HMM/CNN-HMM systems are trained first to obtain

phone boundaries, which are then corrected using signal processing cues. The number of

iterations is set to 8 empirically. In the second proposed method, the speech utterance is

first spliced into sub-utterances at the locations of phone boundaries that are corrected

using signal processing cues. The DNN-HMM/CNN-HMM training is then performed on

these sub-utterances to obtain better phone boundaries. This is a non-iterative procedure.

5.4.1 Signal processing cues in tandem with DNN/CNN-HMM:

Iterative approach

The GD of STE and SBSF give accurate syllable boundaries for a subset of syllables as

discussed in Section 4.4. The locations of these syllable boundaries which are accurate

are obtained prior to DNN/CNN segmentation by performing GMM-HMM flat start

segmentation followed by correction based on GD of STE and SBSF as shown in Figure

5.6 (Block I). The boundaries of the last phone of the corrected syllable boundaries are

marked as GD corrected phone boundaries. A syllable to phone dictionary (syldict in

Figure 5.6) is used to map from syllable to phoneme sequence.
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The block diagram showing the DNN-HMM/CNN-HMM with boundary correction is

given in Figure 5.6 (Block III). The phone boundaries from GMM-HMM-FS segmentation

is used as the initial phone alignments for DNN/CNN training. Since DNN/CNNs learn

alignments better with better initial alignments, these initial alignments are corrected

using GD corrected phone boundaries before training these systems. The boundary of

the phones corresponding to GD corrected phones is corrected. Other phone boundaries

are kept as such. This corrected alignment is used for training the systems. Training

is performed iteratively on the entire speech utterance. In each iteration, the phone

boundaries obtained are corrected, either forward or backward, using GD corrected phone

boundaries. After the last iteration, phone boundaries obtained from DNN/CNN-HMM

are corrected again to get the final phone alignment.

5.4.2 Signal processing cues in tandem with DNN/CNN-HMM

at sub-utterance level: Non-iterative approach

HMM phone models are robust when they are used for alignment on short utterances

[Shanmugam, 2015]. Hence, in this approach, DNN-HMM/CNN-HMM segmentation at

sub-utterance level instead of the entire utterance is performed. Initial alignment for

DNN-HMM/CNN-HMM systems is obtained from GMM-HMM-FS segmentation as in

the case of the iterative approach. The speech utterances are then spliced into sub-

utterances at the location of GD-corrected phone boundaries. DNN-HMM/CNN-HMM

training is performed on each sub-utterance rather than the entire utterance. The re-

estimation is restricted to a much smaller sub-utterance which improve the phone models

and in turn improves the boundaries. The block diagram of the whole procedure is shown

in Figure 5.7.

5.5 Experimental setup

This section details the database used for the experiments, and the proposed segmentation

algorithms based on DNN and CNN systems.
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Figure 5.7: Block diagram of DNN-HMM/CNN-HMM segmentation with boundary
correction: Non-iterative approach. The GD corrected phone boundaries
are obtained using the procedure shown in Block I of Figure 5.6.

5.5.1 Dataset

The database consists of text sentences and the corresponding spoken waveforms. A

subset of the Indic database3 is used for the experiments [Baby et al., 2016b]. The details

of the database are given in Table 5.1. The unified parser for Indian languages is used

for grapheme to phoneme conversion of the native text [Baby et al., 2016a].

Table 5.1: Dataset

Language Gender Duration
(in hrs)

No. of
Utterances

No. of
Distinct Phones

Bengali Male 5.00 3093 49
Female 5.00 3248 49

Gujarati Male 5.00 1317 48
Female 5.00 883 48

Hindi Male 5.00 2192 55
Female 5.00 2144 55

Kannada Male 3.44 1289 48
Female 3.83 1229 48

Malayalam Male 5.00 3063 50
Female 5.00 3524 55

Manipuri Male 5.00 4458 33
Female 5.00 4801 31

Rajasthani Male 5.00 3108 50
Female 5.00 2354 50

Tamil Male 5.00 2073 34
Female 5.00 1633 35

Telugu Male 5.00 1833 47
Female 5.02 831 47

3Available at https://www.iitm.ac.in/donlab/tts/database.php
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5.5.2 Segmentation

Segmentation of speech data is performed using the baseline system and proposed ap-

proaches - without boundary correction and with boundary correction based on signal

processing cues. The alignments given by the systems without boundary corrections are

compared with the alignments given by the systems with boundary corrections. GMM-

HMM-based approaches (GMM-HMM-FS and GMM-HMM-BC) are performed using

HTK toolkit [Young, 1993]. DNN/CNN based approaches are performed using Kaldi

toolkit [Povey et al., 2011]. The frame size of 25 ms with an overlap of 4 ms is used for

processing speech data for all the experiments.

Baseline systems

1. GMM-HMM flat start segmentation (GMM-HMM-FS)
The state mean and variance of all monophone HMM models are initialized with
global mean and variance. 39-dimensional mel-frequency cepstral coefficients (MFCC)
features are used as the feature for training HMMs. Vowels, consonants, and pauses
are modeled as 5-state 2 mixtures, 3-state 2 mixtures, and 1-state 2 mixtures re-
spectively. These values are obtained empirically.

2. DNN-HMM flat start segmentation (DNN-HMM-FS)
All monophone HMMs are modeled using 5 states. The number of mixtures in each
state differs for different phones, which is obtained from the data. 40-dimensional
filter bank features are used as input for DNN-HMM. The neural network configu-
ration used is given in Table 5.2.

3. DNN-HMM/CNN-HMM segmentation without boundary correction (DNN-
HMM/ CNN-HMM)
DNN-HMM segmentation without boundary correction is performed as an iterative
process. The number of iterations is set to 8 empirically. The initial alignment is
given by GMM-HMM flat start. Vowels, consonants, and silences are modeled with
5 states HMMs and a varying number of mixtures. 90% of the data is used for
training and 10% is used for validation. The neural network configuration used is
given in Table 5.2.

4. GMM-HMM flat start segmentation with boundary correction (GMM-
HMM-BC)
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Initial alignment for training this system is obtained from HMM-GMM flat start
segmentation. 39-dimensional mel-frequency cepstral coefficients (MFCC) features
are used for training HMM models. Vowels, consonants, and pauses are modeled as
5-state 2 mixtures, 3-state 2 mixtures, and 1-state 2 mixtures respectively. These
values are obtained empirically. The boundary correction rules are applied based
on threshold values of GD of STE and SBSF. Correction based on GD processing of
STE is performed with two thresholds. A threshold of 0.5 is used if the beginning
phone of the second syllable is an unvoiced stop consonant. A threshold value of 0.2
is used if end phone of the first syllable is an unvoiced stop consonant. Correction
based on SBSF is performed with a threshold of 0.3. A threshold based on duration
is also maintained for boundary correction. Boundary correction is performed only
if the duration of present syllable and subsequent syllable is greater than 100 ms.
This configuration is obtained from [Shanmugam, 2015].

Proposed systems

1. DNN-HMM/CNN-HMM segmentation with iterative boundary correc-
tion (DNN-HMM-BC/CNN-HMM-BC)
The number of states and mixtures used for each monophone HMMs, the features
used, and the configurations used for DNN and CNN are similar to that of DNN-
HMM/CNN-HMM approach. The initial flat-start alignment from GMM-HMM is
corrected using the spectral cues detailed in Section 4.4. This alignment is fed into
DNN for training. After each iteration, the alignment obtained from the DNN is
corrected using the spectral cues and again fed back into the DNN. The number of
iterations is set to 8. After the 8th iteration the phone boundaries obtained from
DNN are again corrected with GD corrected phone boundaries. The neural network
configuration used is given in Table 5.2.

2. DNN-HMM/CNN-HMM segmentation with non-iterative boundary cor-
rection (DNN-HMM-BC-split/CNN-HMM-BC-split)
The syllable boundaries are detected using GD of STE and SBSF as mentioned in
Section 4.4. The input speech files are spliced at these boundaries to obtain the
new training data (at sub-utterance level). Initial flat-start alignment is obtained
using GMM-HMM. This alignment is fed to the neural network for training. The
configuration of DNN-HMM/CNN-HMM and the boundary correction criteria are
same as that of DNN-HMM-BC/CNN-HMM-BC. The neural network configuration
used is given in Table 5.2.

The neural network configuration used for the experiments is given in Table 5.2. This

is from the recipe for Kaldi as obtained from [Povey et al., 2011].
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Table 5.2: DNN and CNN configurations used for the experiments

DNN CNN

No. of Hidden Layers 6
(fully connected layers)

6
( 2 convolution + 4 fully connected layers)

Feature filter bank features filter bank features + pitch
Dimension 40 40+3

Spliced frames 11 11
Convolution window size - 8

Pooling window size - 3 with overlap

Method stochastic gradient descent
and back propagation

stochastic gradient descent
and back propagation

Mini-batch size 256 256
Feature map size - 1st Layer - 256 ; 2nd Layer - 128

5.6 Result analysis

The various speech segmentation approaches described in Section 5.5.2 are analyzed in

this section. Different segmentation approaches include the techniques without boundary

correction (GMM-HMM-FS, DNN-HMM, and CNN-HMM), and those with boundary

corrections (GMM-HMM-BC, DNN-HMM-BC, CNN-HMM-BC, DNN-HMM-BC-split,

and CNN-HMM-BC-split). The phone boundaries obtained using the frameworks with-

out boundary correction is compared with those using boundary correction.

Samples of segmentation using different approaches are detailed in Section 5.6.1. Two

evaluation metrics are used for comparing different methods, namely, (1) number of

boundaries detected and (2) DMOS subjective evaluation of the TTS systems built using

each of these segmentation approaches. A significant improvement in segmentation ac-

curacy is observed for the approaches with boundary correction using signal processing

techniques. These are detailed in Sections 5.6.2 and 5.6.3.

5.6.1 Segmentation samples

Improvement in segmentation with signal processing based boundary correction approaches

is illustrated with an example from Hindi and Tamil dataset below.
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Hindi

Figures 5.8, 5.9, and 5.10 shows phone boundaries obtained for a syllable शोध् (shodh)
with GMM-HMM (with and without boundary correction), DNN-HMM (with and with-

out boundary correction) and CNN-HMM (with and without boundary correction) re-

spectively. The actual syllable and phone boundaries are marked in the figures as ground

truth (GT-syllable and GT-phone in the figures). It is observed that in all frameworks,

GMM-HMM, DNN-HMM, and CNN-HMM, the syllable and phone boundaries improved

with the use of signal processing based boundary correction.

In Figure 5.8 in case of the flatstart (GMM) boundary, both beginning and end phone

boundary of the syllable is wrong (shown in red). The boundaries obtained using hybrid

segmentation (GMM-BC) is much better (shown in blue). Many phone boundaries are

detected correctly. Still, the end boundary of the syllable, dh, is not correct. In both

Figure 5.9 and 5.10 similar observations can be made. In case of neural network systems

(DNN and CNN), both the boundaries are detected wrongly. When iterative boundary

correction is employed (DNN-BC, CNN-BC), the beginning boundary is detected cor-

rectly. And in case of the sub-utterance level approaches (DNN-split, CNN-split) both

the begin and end boundary are getting detected correctly.

Tamil

Figures 5.11, 5.12, and 5.13 shows phone boundaries obtained with different approaches

for the syllableது (tu). Similar to that of Hindi utterance, the approaches without bound-

ary correction give both begin and end boundaries wrong. The signal processing based

boundary correction (GMM-HMM-BC, DNN-HMM-BC, and CNN-HMM-BC), give the

end boundary of the syllable correct. However, the beginning boundary of the syllable is

wrong. The non-iterative boundary correction at sub-utterance level (DNN-HMM-BC-

split and CNN-HMM-BC-split), gives both the boundaries correctly.

From these figures, it is clear that the proposed systems outperform the baseline

systems. Also, many other phones boundaries detected are much better compared to the
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Figure 5.8: An example from part of a Hindi utterance, where syllable शोध् (shodh) is
highlighted, with phone boundaries obtained using GMM-HMM and GMM-
HMM-BC.

Figure 5.9: An example from part of a Hindi utterance, where syllable शोध् (shodh) is
highlighted, with phone boundaries obtained using DNN-HMM and DNN-
HMM with boundary correction.
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Figure 5.10: An example from part of a Hindi utterance, where syllable शोध् (shodh) is
highlighted, with phone boundaries obtained using CNN-HMM and CNN-
HMM with boundary correction.

Figure 5.11: An example from part of a Tamil utterance, where syllable து (tu) is high-
lighted, with phone boundaries obtained using GMM-HMM and GMM-
HMM with boundary correction.
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Figure 5.12: An example from part of a Tamil utterance, where syllable து (tu) is
highlighted, with phone boundaries obtained using DNN-HMM and DNN-
HMM with boundary correction.

Figure 5.13: An example from part of a Tamil utterance, where syllable து (tu) is
highlighted, with phone boundaries obtained using CNN-HMM and CNN-
HMM with boundary correction.
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baseline systems as observed from the spectrograms.

5.6.2 Boundary detection statistics

Table 5.3 shows the number and percentage of the boundaries accurately detected using

spectral cues. These are the boundaries that are detected using the rules detailed in

Section 4.4.4. It shows that about 5−15% of the total boundaries are detected accurately

using the spectral cues4. The boundaries detected are used to correct the baseline system’s

boundaries in an iterative or non-iterative manner as detailed in Section 5.4.

Table 5.3: Boundary detection statistics

Language Gender
% of boundaries
detected by STE

% of boundaries
detected by SBSF

Total boundaries
in database

Syllable Phone Syllable Phone Syllable Phone

Bengali Male 17.72% 7.79% 11.55% 5.07% 80930 184129
Female 16.21% 7.31% 10.59% 4.77% 84482 187386

Gujarathi Male 16.31% 7.21% 10.98% 4.85% 59378 134311
Female 16.91% 7.59% 11.10% 4.98% 44815 99812

Hindi Male 16.56% 7.46% 10.60% 4.78% 88066 195401
Female 17.91% 8.32% 10.65% 4.94% 89158 191990

Kannada Male 10.36% 4.88% 4.90% 2.31% 68677 145779
Female 12.93% 6.22% 6.80% 3.27% 64756 134516

Malayalam Male 4.55% 1.99% 2.57% 1.12% 89892 205749
Female 10.21% 4.39% 4.58% 1.97% 101161 235484

Manipuri Male 12.15% 6.21% 5.26% 2.69% 59174 115649
Female 11.54% 5.94% 5.61% 2.89% 61557 119590

Rajasthani Male 14.27% 6.64% 10.51% 4.89% 69495 149280
Female 14.19% 6.57% 11.58% 5.36% 64950 140213

Tamil Male 13.18% 5.96% 5.68% 2.56% 95611 211627
Female 16.14% 7.34% 6.77% 3.08% 80555 177185

Telugu Male 10.52% 4.88% 7.55% 3.51% 105404 227113
Female 16.39% 7.90% 8.85% 4.27% 82073 170328

5.6.3 Text to speech (TTS) systems

A concatenative speech synthesis system based on cluster unit selection synthesis (USS)

system and HMM-based parametric speech synthesis systems with STRAIGHT (HTS-
4These are not manually verified boundaries. These are the boundaries obtained using rule 1 and 2

detailed in Section 4.4.
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STRAIGHT [Kawahara et al., 1999] 5) are built with various segmentation approaches

discussed. The quality of speech synthesized with various segmentation methods is com-

pared.

The TTS systems built are evaluated qualitatively by conducting degradation mean

opinion score (DMOS) listening test. In DMOS test, utterances synthesized using various

approaches are played randomly to the listeners along with few natural utterances. The

listeners are allowed to listen to the sentences only once and are asked to rate the quality

of the system based on naturalness and intelligibility on a scale of 1-5, 5 being the best

and 1 being the worst. The scores of the synthesized utterances are then normalized

with respect to those of the natural utterances. The test is performed by 6-12 native

participants of various languages. Individual scores of each participant are averaged

to get the final DMOS score. Separate DMOS tests are conducted for USS and HTS-

STRAIGHT frameworks. Due to the difficulty in getting people for subjective evaluation,

DMOS evaluation of TTS systems is performed only for 4 languages, namely Hindi,

Bengali, Kannada, and Malayalam.

The DMOS score for different languages are given in Table 5.5 and Table 5.4 for

USS and HTS-STRAIGHT frameworks respectively. It is observed that the quality of

synthesized speech improves with the use of signal processing cues in all the proposed

frameworks.

Table 5.4: Degradation mean opinion scores for HTS-STRAIGHT systems

Language Hindi Bengali Kannada Malayalam
GMM-HMM-FS 3.09 2.66 3.06 2.93
GMM-HMM-BC 3.65 3.19 3.27 3.69
DNN-HMM-flat 3.40 2.43 2.55 2.68
CNN-HMM 3.80 2.93 3.50 3.57
CNN-HMM-BC 3.90 3.86 3.65 4.09
CNN-HMM-BC-split 4.00 3.68 3.57 4.16
DNN-HMM 3.45 3.03 3.03 3.31
DNN-HMM-BC 4.13 3.67 3.10 4.39
DNN-HMM-BC-split 4.05 3.92 3.53 4.12

5The default parameters of HTS-toolkit except pitch range is used for all HTS-STRAIGHT systems.
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Table 5.5: Degradation mean opinion scores for USS systems

Language Hindi Bengali Kannada Malayalam
GMM-HMM-FS 2.89 2.46 3.50 2.00
GMM-HMM-BC 3.77 3.79 3.71 2.92
DNN-HMM-flat 2.80 2.60 2.45 1.80
CNN-HMM 3.27 2.90 3.36 2.92
CNN-HMM-BC 3.96 3.68 3.85 4.13
CNN-HMM-BC-split 4.15 3.62 3.72 3.67
DNN-HMM 3.15 2.95 3.06 2.84
DNN-HMM-BC 3.83 3.24 3.57 3.50
DNN-HMM-BC-split 3.64 3.45 3.30 3.72

5.7 Summary

Accurate segmentation of speech data is crucial for improving the quality of synthesized

speech in both concatenative and parametric speech synthesis framework. Conventionally,

GMM-HMM-based flat start segmentation approaches were used for performing speech

segmentation. Owing to the low resource nature of these languages, the boundaries

obtained were inaccurate, and the speech synthesis quality was poor. Unlike ASR, where

the objective is to obtain answers to queries, thus giving leeway for errors in transcription,

text to speech synthesis requires accurate boundaries for synthesis as the consumer of the

synthesized output is the human being.

In this work, the importance of spectral cues in automatic speech segmentation for

Indian language TTS systems is shown. The boundaries given by spectral cues are used

in tandem with machine learning techniques such as DNN-HMM, and CNN-HMM to

improve the phoneme segmentation. TTS systems are built using the obtained phoneme

segments. Results of the listening test show that the quality is improved after using signal

processing cues along with machine learning techniques.
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CHAPTER 6

Conclusion and Future Work

6.1 Summary

The work carried out in this thesis mainly focuses on unifying TTS synthesis system

building process across the languages. Especially in case of Indian languages, which

are digitally low resource and rich in linguistic diversity, a unified approach will make

it easier to build TTS systems. Two main subsystems of the TTS system, parser, and

segmentation, are improved.

A unified parser is created which can parse Indian language text into the CLS. New

set of rules are defined to parse words more accurately. Language-specific rules are added

to increase the accuracy further. New languages can be added by just creating a mapping

from the script to CLS and identifying language-specific rules.

Speech synthesis requires accurate boundaries to get high-quality output. Segmen-

tation of training data into accurate time aligned phones/syllables play a crucial role

in TTS systems. Although machine learning methods can give phone boundaries, they

are not good enough to train a good TTS system. Moreover, Indian languages are low

resource, so depending solely on machine learning is not a good option. Signal processing

cues are proven to give accurate boundaries in certain cases. Also, the accuracy of signal

processing cues doesn’t depend on the size of data. In this work, an attempt is made to

improve machine learning frameworks with the help of signal processing cues.

6.2 Criticisms of the thesis

Parsers usually work at the word level. Re-syllabification that occur across words cannot

be handled by unified parser.



Only around 10-25% of the phoneme boundaries are detected correctly using signal

processing cues.

6.3 Future work

Some of the possible extensions for this thesis work are listed below.

• More language-specific rules for languages can be explored.

• New languages can be added to the unified parser.

• Since the parser uses CLS, TTS systems with code-switching and code-mixing across
languages can be created.

• Only around 10-25% of the boundaries are detected correctly using signal processing
cues. A detailed acoustic analysis may reveal more rules and techniques.
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APPENDIX A

Online resources

All the resources developed as part of this thesis are made publicly available at https://

www.iitm.ac.in/donlab/tts/index.php. The unified parser is developed in C language

using lex and yacc framework. The neural network based segmentation software is created

with the help of Kaldi toolkit. The front-end text processor used for TTS is Festival and

the back-end is either HTS-STRAIGHT or USS. Instructions for installation and usage

of the developed tools are given along with the software package. All these softwares are

tested in ubuntu 14.04.

A.1 Unified parser

The resources are hosted at https://www.iitm.ac.in/donlab/tts/unified.php. Lan-

guage specific rules can be added in the rules folder (samples are given). For making use

of dictionary, the words can be added in the dict folder in the corresponding language

file. For adding a new language, the common file needs to be updated with the phoneme

mapping and the language name should be added accordingly in unified.y file. Flex and

bison needs to be installed before compiling the unified-parser source code.

A.2 DNN based segmentation

The resources are hosted at https://www.iitm.ac.in/donlab/tts/hybridSeg.php. This

uses TIMIT Kaldi recipe script. Alignment modifications are done after each iteration.

These scripts are in Perl, Python, and Bash. Kaldi and Hybrid segmentation are required

for this tool to work.

https://www.iitm.ac.in/donlab/tts/index.php
https://www.iitm.ac.in/donlab/tts/index.php
https://www.iitm.ac.in/donlab/tts/unified.php
https://www.iitm.ac.in/donlab/tts/hybridSeg.php
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